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A B S T R A C T   

We assess Scanning Thermal Microscopy (SThM) with a self-heated doped silicon nanoprobe as a method for determining the local phase transition temperature of 
polymeric materials by means of nano-thermomechanical analysis (nano-TA). Reference semi-crystalline samples and amorphous test samples, characterized first 
using differential scanning calorimetry (DSC), are studied by nano-TA in the temperature range 50–250 �C. The repeatability, the reproducibility and the reliability of 
nano-TA are evaluated by three laboratories by applying the same calibration protocol prior to and after the measurements. The calibration of the probe temperature 
scale and the variability of the sample thermomechanical response are validated by Monte Carlo uncertainty analysis, resulting in a calculated uncertainty between 3 
and 5 K. The SThM probe temperature data represented as a function of DSC-measured phase-transition temperatures of the semi-crystalline samples rule out the 
possibility of a quadratic fit and call for a linear calibration in absence of additional information. The maximum deviation obtained between SThM and DSC 
temperatures with such linear calibration reaches � 30 K for melting temperatures and 50 K for glass transition temperatures.   

1. Context and goal 

The manufacturing and microelectronics industries have acknowl
edged a strong need to develop methodologies to characterize polymer- 
based composites with improved spatial resolution, in particular for the 
determination of mechanical, electrical and thermal properties. Indeed 
the overall performances of the composites, including fibre-reinforced 
polymers, blends, nanotubes and their co-related polymer based com
posites, and multi-layer systems can be strongly affected by the devel
opment of interphase regions with properties differing from the 
properties of the constituent materials [1,2]. Moreover, the physical 
properties of composites can be tuned by the chemical functionalization 
of filler surface [3]. Therefore, interphases between the fillers and the 
polymer matrix have a significant contribution to the physical properties 
of composites. However, because of the relatively small volume of the 

interfacial region compared to that of the bulk material, conventional 
analytical techniques are unsuitable for elucidation of the interfacial 
microstructure and properties. 

Local analysis may be addressed by techniques involving interface 
spectroscopic or mechanical measurements with some forms of micro
scopy such as atomic force microscopy (AFM), Raman microscopy or near 
infrared microscopy. In this work, we analyse the use of Scanning Thermal 
Microscopy (SThM) as a method for local thermal measurement, in 
particular phase change temperature measurements. SThM is a mode of 
scanning probe microscope where the conventional AFM probe is 
replaced by a probe equipped with a miniaturised thermal sensor [4]. 
For the simplest mode of local thermomechanical analysis (L-TMA), the 
thermal sensor is electrically resistive so that the tip can be self-heated 
by Joule effect. After thermal calibration, the probe is first pressed 
against a chosen region of the sample, leading to deflection of the 
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cantilever, with a given initial force. By ramping a dc voltage through 
the probe, its deflection along the z-axis (perpendicular to the sample 
surface) is recorded. The force feedback mechanism needed for imaging 
is typically disabled throughout the ramp; otherwise, the z-actuator 
motion would drive the tip through the specimen as it softens. If the 
material undergoes a phase transition, its mechanical properties vary (e. 
g. softening), so that the tip indents the sample and the cantilever 
deflection changes. Monitoring of the cantilever deflection then permits 
the detection of phase transitions. Phase changes such glass transition, 
melting and softening of polymers can be detected and the associated 
phase change temperatures estimated [5–7]. 

L-TMA was first proposed by Hammiche et al. in 1996 using the 
SThM Wollaston wire microprobe [5,8]. Nowadays a smaller tip that 
consists in doped silicon nanoprobe (DS probe) with a higher spatial 
resolution on the sub-100 nm scale is used [6,9,10]. The phase change 
temperatures using nanometer-scale thermal analysis (nano-TA) of 
various polymeric materials including thin films on substrates [6,11] 
and polymer-based composites such as mixed-phase polymeric materials 
[12] or polymers reinforced with micro or nanostructures [10,13] have 
already been measured. However, numerous sources of uncertainty on 
the measurement have been identified [14] and there is a lack of 
metrological approach for this type of analysis. 

In this context, the objective of this work is to assess the performance 
of the nano-TA method according to standard ISO 5725-2. The results 
provide an evaluation of the trueness and precision of the method, with 
an associated uncertainty. The ISO 5725-2 standard guides the organi
zation of a comparison between measurements and the evaluation of a 
maximized value of uncertainty, which includes laboratory effects, 
associated to a given measurement method. The comparisons of the 
SThM data gathered three laboratories applying the same measurement 
protocol. It was then possible to evaluate the method with the following 
parameters:  

(i) the repeatability, which indicates the dispersion of the data 
within the same laboratory, in a short time interval, when ob
tained by the same operator,  

(ii) the reproducibility, which is the result of the dispersion of the 
data when obtained in different laboratories with different 
equipment and different operators. 

After agreement of the calibration and measurement protocols, 
specific reference samples were prepared for all participating labora
tories, which performed their measurements in blind conditions 
(without knowing the results obtained by the other partners). A protocol 
for the organisation of blind comparison related to the nano-TA mea
surements by SThM was jointly devised by the participating laboratories 
and can be found in Ref. [15]. The reliability of the nano-TA method is 
investigated here, by analysing uncertainties and by making compari
sons between the results obtained in the three laboratories. 

2. Experimental setups and samples 

2.1. Setups 

Three different SThM systems (detailed in Table 1) were used for the 
measurements required for the analysis of uncertainties and nano-TA 
measurements. All these devices comprise four main components 
(Fig. 1):  

- an AFM using a laser-detection system to detect the motion of the 
cantilever,  

- a doped silicon (DS) probe used simultaneously as heat source and 
sensor, 
an electronics module for the electrical heating of the probe and the 
measurement of its electrical resistance,  

- a software control system. 

As shown in Fig. 1 b, the cantilever of the DS probe consists of two 
micrometric legs with high doping level and a low doped resistive 
element platform. The tip with a nanometric curvature radius (10–30 
nm) has a pyramidal shape and is mounted on top of the resistive 
element. These silicon-based probes are batch-fabricated. Their spring 
constant depends on the cantilever dimensions: 0.5–3 N m� 1 and 0.5–1 
N m� 1 for the 300 and 200 μm-long cantilevers, respectively. 

2.2. Samples 

In this work, various polymeric materials were prepared as reference 
and test samples. The prepared sample set includes: 

- Four reference bulk highly semi-crystalline polymeric materials 
(polycaprolactone (PCL), low-density polyethylene (LDPE), polyoxy
methylene (POM) and polyethylene terephthalate (PET)) with clearly 
defined melting temperature Tm between 50 �C to 250 �C. They were 
used for the calibration of the SPM techniques. 

- Five test amorphous polymeric materials: Polyvinyl chloride (PVC), 
Polystyrene (PS), Polymethyl methacrylate (PMMA), Polycarbonate 
(PC), Polysulfone (PSU) with glass transition temperature with a clearly 
defined Tg between 50 �C and 200 �C. The SThM operators did not know 
their properties when the nano-TA measurements were performed. They 
will be called “test” samples in the following. 

Differential scanning calorimetry (DSC) was used for characterizing 
the polymer phase transition temperatures (Tm or Tg). Three repetitions 

Table 1 
SThM systems  

Device 
code 

Atomic force 
microscope 

Probe(s) Electronics module 
and software control 
system 

Device1 Dimension Icon 
microscope 
(Bruker) 

VITA-NANOTA-200 
and 300 probes 
supplied by Bruker 

Developed in Czech 
Metrology Institute 

Device2 NTEGRA-Aura 
microcope (NT- 
MDT) 

VITA-NANOTA-200 
probes supplied by 
Bruker 

NanoTa module from 
Anasys Instruments 

Device3 NanoIR2-s by 
Anasys 
Instruments 

PR-EX-AN2-200 
probes supplied by 
Anasys Instruments 

NanoTa module and 
software from Anasys 
Instruments  

Fig. 1. Main components of equipment used for nano-TA measurements. a. 
SThM microscope components b. Scanning electron microscopy images of a 
DS probe. 
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were then conducted for each specimen under nitrogen at a heating rate 
of 10 K/min. Table 2 and Table 3 summarise sources of the raw mate
rials, the Tm or Tg, temperatures measured by DSC and their associated 
expanded uncertainty (k ¼ 2), and the thermal conductivity K for the 
calibration and test samples respectively. 

From each raw material, a specimen with a surface area for SThM 
measurements of about 1 mm2 was prepared using ultramicrotomy, 
involving cryogenic cutting, to produce flat surface with nanometric 
topography details. Roughness parameter Sq (standard height deviation) 
of each sample was measured using AFM in intermittent contact mode 
and was found between 10 and 20 nm depending on sample. As shown in 
Fig. 2, this ensures a much better reproducibility of the measurements 
and strongly reduces artefacts due to topography on the measurement 
that can be observed when the studied surfaces are prepared using 
standard microtomy. 

A set of three samples commercialized by Anasys Instruments (now 
owned by Bruker) for the calibration of the nano-TA method [16] was 
also used for comparison with results obtained on the set of samples that 
we had prepared. These three samples also consist of semi-crystalline 
polymeric materials: PCL, high-density polyethylene (HDPE) and PET, 
with provided melting temperature Tm equal to 55 �C, 116 �C and 235 
�C, respectively. 

A silicon substrate was systematically measured between the mea
surements of polymeric specimens to estimate the thermal drift in the 
measurement set (additionally to the thermomechanical measurement 
for the probe out of contact with the sample) and to regularly verify 
probe contamination from polymer residues. For such thermally 
conductive materials, the amount of heat transferred from the hot tip to 
the sample strongly depends on the thermal resistance at the probe- 
sample contact [17]. Any variation in the signals measured on the sili
con sample allows for detection of a change at the tip apex that can affect 
a measurement set. Note that Si substrates are covered with native 
oxide, but it is considered to grow extremely slowly in comparison to the 
time scale of the experiments and its impact is negligible. 

3. Protocol for measurement and blind comparisons on nano-TA 
measurement 

Experimental protocol for the inter-laboratory comparison is sum
marized only briefly here, showing the key points for the uncertainty 
analysis. The tip is placed on a location on the sample surface chosen 
commonly using previously acquired topographical images as a guide. A 
heating signal is applied at a specific rate, with the deflection of the 
cantilever monitored as a function of heating voltage (Figs. 1 and 3). 
Nano-TA is performed by placing the tip on the surface and applying a 
force (monitored by the bending the cantilever) by a predetermined 
amount in a force feedback loop. The motion of the cantilever is detected 
by means of the laser-detection system, while in order to prevent the z- 
actuator driving the tip through the sample as it melts or softens, the 

force feedback is disengaged as the thermal programme starts. As the 
material underneath the probe expands the force steadily increases, and 
the cantilever is pushed upwards (Fig. 3.b). The rate of upward move
ment depends on the thermal expansion coefficient, thermal 

Table 2 
Description of the calibration samples  

Material Provider Tm 

(�C) 
Expanded 
uncertainty 
(�C) 

K (W.m� 1. 
K� 1)a b 

Polycaprolactone 
(PCL) 

Sigma- 
Aldrich 

61.7 2 0.2a 

Low Density 
Polyethylene 
(LDPE) 

Radiospares 110.4 1.2 0.33a 

Polyoxymethylene 
(POM)) 

Goodfellow 166.9 1.5 0.22–0.24a 

Polyethylene 
terephthalate (PET) 

Goodfellow 249.3 1.9 0.265b  

a From provider. 
b The expanded uncertainty associated to the determination of K at 23 �C is 

estimated to 5%. 

Table 3 
Description of the test samples (“unknown samples” for nano-TA users when 
measurements were performed)  

Material Provider Tg 

(�C) 
Expanded 
uncertainty (�C) 

K (W.m� 1. 
K� 1) 

Polyvinyl chloride 
(PVC) 

Goodfellow 65.2 6.9 0.238)b 

Polystyrene (PS) Goodfellow 118.0 2.4 0.1-0.13-a 

Polymethyl 
methacrylate 
(PMMA) 

Goodfellow 120.1 2.5 0.187b 

Polycarbonate (PC) Goodfellow 148.8 1.9 0.221b 

Polysulfone (PSu) Goodfellow 187.0 1.5 0.174b  

a From provider. 
b The expanded uncertainty associated to the determination of K at 23 �C is 

estimated to be 5%. 

Fig. 2. (a) Probe deflection measurements for PMMA samples with two types of 
surfaces. (b, c) Topography images obtained by AFM of a PMMA sample surface 
prepared using (b) ultramicrotomy and (c) microtomy. 

Fig. 3. Deflection curves for amorphous and semi-crystalline polymeric mate
rials as a function of the heating voltage applied to the nano-TA probe, i.e. 
before calibration. 
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conductivity and heat capacity of the material. If a glass transition 
(Fig. 3.b) or a melting temperature is reached, the material beneath the 
probe softens; the probe penetrates the sample surface in order to 
dissipate the force on the cantilever (Fig. 3.c). In this manner, both the 
dimensional changes and thermal phase transitions in the sample are 
measured locally as a function of the heating voltage. 

After calibration of the probe, dimensional changes can be studied as 
a function of the temperature allowing the measurement of phase 
change temperatures. The procedure follows the experimental steps 
suggested by Anasys Instruments [18,19]. Prior to the measurements, 
the temperature–heating voltage relationship is calibrated using 
semi-crystalline polymers with known values of melting temperature. 
Nano-TA measurements of these samples are performed. It is then a 
matter of converting the scale of the heating voltage applied to the probe 
into a temperature scale. The probe temperature is never equal to that of 
the samples, but each calibrating sample allows obtaining an apparent 
transition temperature as a function of probe voltage when the phase 
transition occurs. The whole calibration experiments therefore allow 
obtaining a discrete set of sample apparent transition temperatures as a 
function of probe voltage. 

For the inter-laboratory comparison presented and discussed in this 
paper, we used the following protocol. Calibration and measurements 
were performed under ambient air conditions for a dc heating voltage 
ramp of 0.1 V s� 1, which corresponds with a temperature ramp of 2.5 K 
s� 1 after calibration. The three systems (Table 1) were characterized and 
calibrated by using the four calibration samples spanning melting tem
peratures up to 250 �C (Table 2), the Si sample, and by performing probe 
deflection measurements as a function of the heating voltage applied to 
the probe while it is free in air (far from contact with a sample). For 
every sample at least five repeated measurements (each measurement 
corresponding with a specific location at the sample surface) were per
formed over a temperature range starting at a temperature below the 
apparent transition temperature and finishing at a temperature above it. 
Heating voltage values corresponding to the maximums of probe 
deflection before the force decreases due to polymer phase changes are 
compared. In this exercise, it may be noticed that the probe must be 
quickly removed from the surface just after the detection of a polymeric 
sample melting to avoid a significant modification of a sample (e.g. 
producing a hole in the polymeric surface). 

The calibration was performed before the measurements of the test 
samples (Table 3) and the three specimens from Anasys Instruments, and 
repeated afterwards. Therefore, any significant tip change (due to 
heating treatment as an example) can be observed. This has been 
observed in practice rarely; instead it is more common to crash the tip 
due to a fault in the thermomechanical curve acquisition, e.g. by 
penetrating too deep inside the material. All the samples (calibration 
and test samples) were measured with one probe per operator or per 
compared measurement series. 

4. Analysis of the experimental results 

To assess the performance of the nano-TA method, the uncertainty of 
the measurement was estimated and applied to the results obtained in 
the frame of the inter-laboratory comparison. There are numerous po
tential uncertainty contributions, related both to calibration of the probe 
temperature scale and to the thermomechanical response of the samples. 
Here we briefly discuss the different effects participating in the nano-TA 
measurement, and suggest the procedure how to estimate their magni
tude and contribution to the final uncertainty. 

4.1. Uncertainties related to the temperature scale 

An important aspect of the uncertainty analysis is that the temper
ature scale is calibrated using the same method as the measurements on 
the unknown samples. This helps in reducing many of the potential 
uncertainty sources related to the thermomechanical response, as 

discussed below. However, it adds extra uncertainties related to the 
temperature scale calibration. In contrast to a heat bath or oven, where 
we can calibrate probe response for many different temperatures, here 
we have only few points (in our case four points) and we need to 
interpolate between them. The following uncertainty sources have been 
identified:  

� Probe electrical resistance instability: the probe temperature is 
obtained from the value of its electrical resistance, however this 
resistance can change during the experiment (either slow drift out or 
sudden temperature jump). This can occur for several reasons, but 
the major effects are related to the laser spot position on the canti
lever. By photoelectric effect, the laser produces some extra voltage 
to the circuit that highly depends on the position of the laser spot on 
the cantilever, as shown in Fig. 4. On top of it, it produces some 
heating of the cantilever; however this effect is estimated to be much 
smaller. When the probe gets heated, it expands and slightly deflects. 
This effect itself changes the position of the laser spot with respect of 
the cantilever. Moreover, after heating the probe repeatedly, there 
can be some residual deformation, leading to systematic shift of the 
electrical resistance. To thermally stabilize the probe, it is important 
to ramp the probe far from contact several times before starting the 
measurements. Moreover, by performing the measurements far from 
contact before and after the unknown samples measurements, we can 
estimate the effect of electrical resistance instability. 

It is noteworthy that Fig. 4 shows that the polarity of the probe can 
also play a role. It is therefore recommended to not change this polarity 
during a calibration and measurement sets.  

� Uncertainty related to the calibration curve fitting. Typically, the 
calibration data are fitted using linear or quadratic dependence [19]. 
The number of calibration samples is usually low (sometimes the 
same as the number of free parameters in the fit), so it is hard to get 
the uncertainty via fitting. As an alternative, we can compare the 
fitting results from the calibration data measured before and after 
measurements on the unknown samples. This includes even more 
uncertainty aspects than a simple fitting procedure would allow.  
� Uncertainty of the reference values of the calibration samples. 

As explained in section 2.2, samples used in this study were cali
brated using traceable DSC devices and the data were provided with 
expanded uncertainty around 2 K (refer to Tables 2 and 3). However, 
the DSC method does measure a different physical quantity in a 
different sample setup, so there can be a systematic error between 
the SThM results associated to the phase transition temperatures and 
the DSC data. Indeed, the physical and mechanical properties at the 
near-to-surface layers of polymer samples, used for SThM measure
ments, probably differ of those of bulk material properties measured 
by DSC as they are strongly linked not only to the manufacture (cryo - 

Fig. 4. Electrical resistance of the probe measured using a dc current of 0.1 mA 
as a function of the laser spot location on the cantilever for the two polarities of 
the probe in the measurement circuit. Dashed line gives the electrical resistance 
of the probe while laser is turned off. 
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ultramicrotomy treatment) but also to the aging of samples, their 
exposure to light and air for some time before the experiments. 
Localized oxidation may have taken place and modified the very 
near-to-surface features. A systematic difference between SThM 
measurements and DSC measurements could provide an acceptable 
explanation in the resulting localized modification of the material 
physical properties.  
� Temperature difference between that measured in the probe 

and that of the sample surface. When the probe is heated, heat is 
partly dissipated into the sample and partly into the cantilever, so a 
temperature profiles establishes in the probe. There is a significant 
temperature difference between that measured in the tip, which is 
averaged over the volume occupied by the electrical resistance in the 
probe, and that of the sample surface. This is in principle not an issue 
if the shape of the temperature profiles does not vary from one 
sample to another. This would require a tip-sample contact similar 
for all samples and all sample thermal conductivities to be equal. All 
the samples used in this study were polymers, with thermal con
ductivities much smaller than the conductivity of Si probe, spanning 
a limited range of values (see in Tables 2 and 3). However the values 
are not identical. 

4.2. Uncertainties related to the thermomechanical response 

Even if the procedure for system calibration reduces the un
certainties related to the thermomechanical response, there are still 
some effects to be discussed:  

� Apparent vertical deflection observed when a Si doped probe is 
heated: The U shaped cantilever of the DS probes is arced, even 
when not heated (Fig. 5 a). The vertical deflection measured when 
the probe is heated and far from sample (free in air) is the result of 
the cantilever pre-bending coupled with its longitudinal thermal 
expansion (Fig. 5 b). This effect contributes to the measurement 
when the probe is in contact with a sample but is quite negligible. 

4.3. Monte Carlo analysis of the uncertainties 

In order to estimate the combined effect of all these phenomena we 
used the Monte Carlo uncertainty analysis approach [20]. Usually, 
measurement uncertainties are being treated using the Gauss law of 
uncertainty propagation. To do so, the measured quantity has to be 
expressed in form of a model equation that contains all the potential 
influences and from which the sensitivity to particular uncertainty 
sources can be obtained by differentiation. In our case the measured 
quantity is obtained via a set of fitting steps and a maximum search, and 
this prevents the analytical treatment. In such case the Monte Carlo 

uncertainty analysis can be used, by using random realisations of the 
inputs as obtained from some statistical distribution, running the data 
evaluation procedure on their combinations and statistically evaluating 
the result. However, even the shape of the thermomechanical response 
curve is not analytically known in our case. Therefore, our uncertainty 
calculation, for every set of measurement on a particular sample, started 
by using an ideal thermomechanical response curve obtained by aver
aging multiple experimental curves on this particular sample and by 
smoothing them. Then, the ideal thermomechanical curve shape was 
altered using the analytically and numerically known influences of in
dividual uncertainty components (e.g. applying some calibration factor 
to whole curve or adding the noise of the readout electronics to every 
point in the curve). Curve maxima for all the altered curves were 
detected and used as a statistical ensemble of transition temperatures 
from which both the result value and its uncertainty were obtained. The 
procedure was repeated for every step of the measurement methodology 
– starting by the calibration phase and followed by the unknown samples 
measurement phase. In this way, uncertainties coming from the cali
bration were passed to the unknown samples measurements. 

The whole procedure for obtaining an uncertainty for a single un
known sample result can be summarized as follows:  

1. The experimental data for the particular set of measurements were 
analyzed to obtain the missing uncertainty inputs information, like 
the electronic noise, thermomechanical curve slope while measuring 
on silicon and in air, or drift after switching off the feedback, to be 
used as described below.  

2. For each calibration sample measurement data set the idealized 
thermomechanical curve was constructed by averaging and 
smoothing the experimental curves obtained on this sample. Using 
the Monte Carlo procedure, a large number of sets of curves altered 
by different inputs (adding an electrical noise, altering the slope, 
etc.) was constructed, the individual curve maxima found and cali
bration data were obtained from it via fitting each set linearly and 
obtaining the variance between results from different sets. The 
calibration uncertainty was further increased by observed differ
ences between calibration before and after unknown samples 
measurements. 

3. For each unknown sample measurement data set the thermo
mechanical data were treated the same way, now using the calibra
tion data and their uncertainty obtained in the previous step as an 
extra uncertainty input, used in the phase of generating sets of 
altered curves. As a result we obtained the uncertainty of the mea
surement on the particular unknown sample. 

The full uncertainty analysis was performed for Device 1 (see 
Table 1). This also provided estimates for minor uncertainty components 

Fig. 5. (a) SEM image of a non-heated DS probe showing that the cantilever is not flat. (b) Two merged optical images of a doped Si probe showing the longitudinal 
thermal expansion of the cantilever when the probe is not heated (left) and when it is heated (right).  

� Uncertainty related to the drift of the deflection signal after switching the feedback off and prior to starting the current ramp. This contributes to the uncertainty of 
the curve slope: for different curve slopes the maximum can then be at different positions. The drift can be seen in some of the data at the thermomechanical 
response curve start. It is clearly observed in the response curve of Fig. 6a obtained for the PCL sample. 
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that were then used within experimental data evaluation for all the in
struments. Main uncertainty components were evaluated for each 
measurement individually. Their origin was described in the prior sec
tion and whenever possible their numerical values were extracted from 
the measured data. The following information was used for uncertainty 
estimation: 

� Uncertainty of reference values as provided by DSC that are pro
vided in Table 2.  
� Difference of the calibration curve obtained prior and after 

measurement on unknown samples. Within Monte Carlo proced
ure this is added as a variance of the calibration factor, i.e. variance 
of the slope of calibration curve. The experimentally observed dif
ference of the calibration curve slope before and after the unknown 
samples measurements was up to 3 percents.  
� Variance of the slope of deflection vs. heating voltage curve. 

This is primarily related to the probe bending while heated and was 
evaluated from data measured far from sample and on silicon surface 
before and after the measurements. Slope or shape of curve changes 
were taken into account by adding distortion to the curves generated 
in Monte Carlo procedure. The observed curve slope change was up 
to 4% of the slope.  
� Variance of slopes of the deflection signal after switching the 

feedback off and prior to starting the ramp. The drift is typically 
neglected, however as it changes the slope of the curve it can have 
impact on the maximum position, so it is another slope variance 
added in the Monte Carlo procedure. Expertimentally observed drift 
was up to 0.05 V per second. 

� Electronics readout noise for steady signal. This effect was eval
uated directly from the raw data obtained by the electronics before 
starting the ramp. Experimentally observed electrical noise root 
mean square value was usually very small, around 1 mV. 

In addition to these inputs that can be deduced from experiments, we 
also added extra terms related to long time observations, like the me
chanical, electronics and quadrant diode signal drift. However these 
were found to have negligible impact on the result and it was not 
necessary to evaluate them for each curve individually. 

More than 1000 curves were simulated for determining measure
ment uncertainty on every sample in order to reach convergence of the 
results. The resulting uncertainty was between 3 and 5 K, depending on 
transition temperature value and curve shape (flatness of the 
maximum). The flatter was the thermomechanical curve maximum the 
larger was the impact of all the inputs affecting the curve slope. To get an 
approximate ratio of the sensitivity of final uncertainty on uncertainties 
of the different inputs, we switched on and off the individual inputs in 
the calculation procedure. The calibration curve nonlinearity (see also 
Fig. 7) and difference of the calibration curve prior and after the mea
surements was found to be the largest contribution, dominating all the 
other aspects. This is related to the calibration curve fitting, where 
fitting errors were around 6% of the curve slope. Consequently, it was 
found that this forms the major contribution to the final uncertainty 
(about 50% for low transition temperatures, e.g. for PCL and up to 70% 
for high transition temperatures, e.g. for PET). The next important 
contributions are the slope variance of thermomechanical curves and 
reference samples uncertainty (both around 15%). The effect of other 
influences was marginal, e.g. the mechanical drift after switching the 

Fig. 6. Examples of thermomechanical response curves showing some typical effects increasing the uncertainty: drift in the thermomechanical response curve start, 
complex curve shape close to the transition.  

� Uncertainty related to changes of the shape of deflection vs. heating voltage curve: For a probe free in air (far from contact) or for a measurement on a Si 
sample (see Fig. 6.b), this is mostly related to the probe deformation while heated. It should ideally be the same for calibration samples and unknown samples 
measurement, so it does not contribute to the uncertainty. However, this is not the case because two different effects can be seen in different experiments: (i) change 
of the slope on a smooth curve, e.g. due to the different thermal expansion of the material under test (as illustrated by PET and HDPE curves in Fig. 6. b), which 
cannot be compensated easily and (ii) complex non-smooth shape of the curve due to some more complex thermomechanical phenomena around the transition 
temperature (as illustrated in Fig. 6.a) which can be smoothened only by repeating the measurements.  
� Uncertainty related to the difficulty to identify accurately the heating voltage where the phase change occurs. Some curve shapes are more complex close 

to the transition temperature, showing some traces of mechanical response at significantly lower heating voltages than where the maximum occurs. An example of 
this effect is shown in Fig. 6 a. If the transition would be similarly sharp for all the samples, this effect should cancel out by the temperature calibration via reference 
samples and we would always be comparing the same point on the curve, the maximum. However, if for some of the samples the transition is more complicated or 
happening on much broader range of heating voltage (i.e. temperatures), this gives an extra systematic error, which would be sample dependent.  
� Electronics readout noise. The data coming from electronics are in principle noisy, and this effect could slightly alter the estimated position of the curve maximum. 
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feedback off (2.5% of the uncertainty) or electronics noise effect (up to 
0.2% of the uncertainty). 

For the data measured with Devices 2 and 3 (Table 1) the experi
mental contributions discussed above were again used, when available 
in the experimental data. However, for the minor inputs (e.g. electronics 
drift), they were kept similar as for Device 1 data, as the major contri
bution was again the calibration procedure. The uncertainty analysis 
results (expanded uncertainty) were used for error bars shown in the 
figures in the next section. 

5. Results of the interlaboratory comparison 

The data sets for the experiments shown are defined in Table 4, and 
related to Figs. 7–9 which report the experimental results. All data were 
obtained in the same way using a simple custom-built software, except 
data labelled “Device 3 Anasys SW” curves where the automated data 
evaluation in the microscope software was also used to explore the po
tential differences between the two data post-processing approaches. 
Note that the order of samples measured could vary depending on the 
operator but we did not observe clear dependence on this parameter. 

In the calibration steps (cal1 before the measurements of the test 
samples and cal2 afterwards), probe heating voltages for a given probe 
and a given device were first averaged. Then a linear fit was used to 
convert the heating voltage values (Vhm) measured on the calibration 
samples at the apparent phase transitions (peaks or inflections of the 
deflection curves) were collected. The different voltages Vhm were then 
plotted as a function of DSC temperatures of the reference materials, and 
a linear fit was made to obtain a way to convert a voltage scale into a 
temperature one. As the experimental curves of Vhm as a function of 
reference temperature are not perfectly linear, this procedure induces 
already some uncertainty. In Fig. 7, apparent transition temperature 

Tat_SThM values obtained by SThM and measured with this procedure are 
represented as a function of the Tm values measured using DSC (refer
ence temperatures). It is found that the results obtained by the different 
devices have a similar “S” shape. This demonstrates that calibration data 
cannot be fitted by a quadratic curve in the calibration step, as suggested 
by Anasys Instruments [20]. For given device and sample, the deviation 
between the apparent melting temperatures (Tam_SThM) estimated from 
cal1 and cal2 can be up to � 20 K. For a given sample, the maximum 
difference between temperatures measured with SThM devices is of the 
same order of magnitude, � 20 K, and the maximum deviation obtained 
between SThM temperatures and DSC reference temperatures can reach 
� 30 K. As previously discussed linearity and repeatability of data 
calibration appears to be a large source of uncertainty. 

Figs. 8 and 9 provide the results obtained with the test samples and 

Fig. 7. Comparison between the SThM-determined apparent melting temper
atures of the calibration samples after calibration of the probes by fitting and 
averaging and the DSC-determined reference melting temperatures of the same 
samples. Data are independently plotted for calibration prior (cal1) and after 
(cal2) measurements on test samples. The dashed grey line represents the curve 
y ¼ x. 

Table 4 
Definition of the data sets shown in Figs. 7–9.  

Data set name SThM device used from  
Table 1 

SThM probe 
used 

Software 
used 

Device 1, probe 1 Device 1 300 μm long custom-built 
Device 1, probe 2 Device 1 200 μm long custom-built 
Device 2 Device 2 200 μm long custom-built 
Device 3 Device 3 200 μm long custom-built 
Device 3, Anasys 

SW 
Device 3 200 μm long Anasys  

Fig. 8. SThM-determined apparent phase-transition temperatures as a function 
of the calibrated temperature scale. Results on the 5 test samples (Table 3), 
including different probes and different evaluation methods. Error bars are 
showing the expanded uncertainty (k ¼ 2). Points are slightly mutually shifted 
in the x-axis direction for better visibility. The dashed grey line represents the 
curve y ¼ x. 

Fig. 9. SThM-determined apparent melting temperatures of the Anasys cali
bration samples, including different probes and different evaluation methods, 
following temperature calibration with the references samples considered in 
this work. Error bars are showing the expanded uncertainty (k ¼ 2). Points are 
slightly mutually shifted in the x-axis direction for better visibility. The dashed 
grey line represents the curve y ¼ x. 
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with the samples provided by Anasys Instruments, respectively. In both 
cases, data obtained with calibration prior (cal1) and after (cal2) the 
measurements are displayed. In Fig. 8, Tat_SThM temperature measure
ments on the amorphous test samples obtained using calibrated SThM 
probes are given as a function of the Tg measured by DSC (indicated in 
Table 3). As for the calibration data the maximum difference between 
temperatures measured with SThM devices is about 20 K (if we do not 
take into account the expanded uncertainty). Furthermore, we can 
observe that all the values of Tat_SThM are larger than those obtained by 
DSC whatever the device used. For a given sample, the difference of 
temperature between SThM data and DSC measurements varies from 10 
to 50 K. Such results have already been reported in literature [21,22], 
whereby SThM-detected phase-transition for amorphous materials is 
detected at a temperature larger than that expected and is related to an 
alteration in thermal contact between the sample and probe caused by 
sample flow due to softening. Consequently, these results and our results 
for amorphous materials can be reasonably ascribed to sample flow 
rather than the Tg itself. 

Our results also show that the signature of the phase transition for 
amorphous materials is less pronounced and less sharp in the curves 
than that for semi-crystalline materials. This is a result of the two 
different processes involved (melting and putative softening). For the 
latter a very abrupt deflection downward in the deflection curves is 
observed at the melting. The transition associated with amorphous 
materials is more smooth and continuous. In the case of the softening 
transition associated with glassy materials, the continuous deflection 
reflects the disordered and disperse nature of this phase. This leads to a 
larger uncertainty for amorphous materials than for semi-crystalline 
materials. 

Fig. 9 summarises the apparent melting temperatures obtained by 
SThM for the three Anasys calibration samples and compares these data 
to the ‘exact’ melting temperatures (data provided by Anasys In
struments). Here, the temperatures measured using SThM can be of 36 K 
larger than the Tm reference temperatures. Once more, similar to the 
calibration data, the maximum difference between temperatures 
measured with SThM devices is about � 20 K. 

For Figs. 8 and 9, we note that there is a small difference (2 K at 
maximum) between temperatures estimated manually and those using 
the Anasys Instruments software, probably caused by slightly different 
evaluation procedures. It is therefore important in practice to keep the 
evaluation method consistent across the calibration and unknown 
samples measurement. 

6. Conclusions, recommendations and perspectives 

SThM is assessed as a method for determining the local phase tran
sition temperature of polymeric materials by means of nano-TA. Semi- 
crystalline and amorphous polymers that were characterized first using 
DSC are used as reference and tests samples respectively. The surface of 
these samples that come from the same raw materials than those used for 
DSC measurements were prepared for nano-TA measurements using 
cryo-ultramicrotomy to minimize their roughness and are studied by 
nano-TA, in the temperature range 50–250 �C. The repeatability, the 
reproducibility and the reliability of nano-TA are evaluated by three 
laboratories applying the same protocol. The calibration of the probe 
temperature scale and the variability of the sample thermomechanical 
response are included in a Monte Carlo uncertainty analysis, resulting in 
uncertainty between 3 and 5 K. The comparison of the temperatures 
identified using the deflection of the SThM probe when local phase 
transitions are detected with DSC-measured phase-transition tempera
tures for the semi-crystalline samples rule out the possibility of a 
quadratic fit and call for a linear calibration in absence of any additional 
information. The maximum deviation obtained between apparent phase 
transition temperatures measured using nano-TA and DSC temperatures 
with such linear calibration reaches � 30 K for semi-crystalline samples 
and 50 K for amorphous samples. The deviation could result from 

differences between nano-TA and DSC. Physical properties at the near- 
to-surface layers of calibration and test polymer samples probably 
differ of those of bulk material as surface properties are strongly linked 
to the manufacture and the aging of samples. The deviation difference is 
the result of the two different processes involved: melting and putative 
softening respectively. Furthermore, the transition associated with 
amorphous materials is more smooth and continuous than for semi- 
crystalline materials. 

The main observations are that the uncertainty on the measurements 
is larger than what initially thought when using nano-TA in its simplest 
and widely used methodology (calibration by performing thermo
mechanical curves on the calibrations samples and fitting the results) 
and only apparent and indicative phase transition temperatures can be 
measured. A better methodology based on a comprehensive modelling 
of the probe response and the phenomena involved in local measure
ments is required. 

In addition to the observations made higher, we would like to point 
to some key issues. First, from a practical point of view, peaks observed 
at the phase transition point can be unclear and sometimes multiple, 
especially for the lowest temperatures, which slightly increases the 
measurement uncertainty. Let us notice that the use of derivative curves 
may reduce this uncertainty allowing a more accurate determination of 
the maxima of probe deflection at the phase transitions. When setting 
the AFM optical deflection measurement system before nanoTA cali
bration, it is recommended to verify that the maximum deflection cor
responding to the highest melting temperature can be detected. 

Second, within the calculated uncertainties the results obtained by 
the three different instruments used are in agreement but systematic 
deviation and therefore uncertainty is much larger than originally 
anticipated. Linearity and repeatability of data calibration is the main 
source of uncertainty. However, primary source of the calculated un
certainty remains unknown. The calibration could be improved by 
better choice of samples, however the repeatability (drift of calibration 
coefficients) remains problematic and this already increases the uncer
tainty by a few kelvins. This effect could be related to probe contami
nation, which can be significant after approximately 50 indentations 
into various plastics. It is suggested that the probe can be cleaned by 
heating far from sample, e.g. in air [20]. However this changes some
times the electrical properties, so it should not be performed within a 
single experiment to keep the data consistent. A change in the electrical 
properties of the probe would induce a different electro-thermal 
behaviour of the probe. The used probe geometry (cantilever length), 
electronics and curve maximum search procedure have no impact on the 
result (within the large uncertainty). 

Finally, on basis of these measurements, we remind that the initial 
measurement protocol was improved by adding the second calibration 
set measurements after unknown samples measurement. It is also rec
ommended to measure the drift, which may not be possible for com
mercial devices but can be done manually. Also the checks far from 
sample (in air) and on silicon substrate are important to eliminate po
tential uncertainty related to probe properties change. We note that 
probe calibration in an oven is not necessarily useful as the probe 
resistance depends highly on the laser position on the cantilever. It is not 
recommended to remove or realign the probe during the experiment - all 
the data should be measured under exactly same conditions and with 
exactly same probe. 
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